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Abstract: Recognition by face is one of the biometric methods used commonly for identification. The Colour Image 

Discriminant (CID) model tries to combine the colour image exemplification and recognition tasks into one framework. 

Basic CID colour space, extracts multiple features in the colour image, where three new colour component images D1, 

D2 and D3 are derived using an iterative algorithm.The classical FLD method involves only one set of variables: one or 

multiple discriminant projection basis vectors, for image discrimination. Experimental results using two face databases, 

namely, Face96 and Indian Face dataset of IIT Kanpur and then with live still images succeeds in gender recognition. 

The method achieves the recognition rate of 88.43% with ROC of 0.903 showing the effectiveness of CID algorithm. 
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I. INTRODUCTION 
 

A colour space is a method by which we can identify, 

construct and imagine colour. A colour is thus usually 

specified using three parameters describing the position of 

the colour within the colour space being used.  Colour 
provides a useful feature for object finding, tracing and 

recognition, image (or video) segmentation, etc. Different 

colour spaces (or colour models) hold different 

characteristics and are suitable for different visual tasks. 

Although colour has been demonstrated helpful for face 

detection and tracing, some previous research suggests 

that colour appears to advise no significant face 

recognition advantage beyond the luminance information. 

Latest research efforts, however, reveal that colour may 

provide useful information for face recognition at lower 

resolutions. The experimental results in [2] show that the 

principal component analysis (PCA) method using colour 
information can improve the recognition rate compared to 

the same method using only luminance information. The 

results in [3] further demonstrate that colour cues can 

significantly improve recognition performance compared 

with intensity-based features for coping with low-

resolution face images.   
 

Most face recognition (FR) methods have been developed 

under the hypothesis that face image sets consist of grey 

scale still images. Indeed, the use of grey scale images is a 
common practice for conventional FR applications. 

However, recently, considerable research efforts have 

been done to the development of face recognition methods 

that utilize colour information. Outcomes reported in these 

works indicate that colour information can play an 

important role in face recognition and it can be used to 

considerably enhance face recognition performance. Face 

recognition has been attracting large attention from the 

researchers in the computer vision, pattern recognition, 

and machine learning groups. In contrast to the classical 

FLD method, which involves only one set of variables 
(one or multiple discriminant projection basis vectors) [4], 

Colour image discriminant (CID) model pursues a  

 
meaningful representation and effective recognition 

method of colour images in a single entity framework, 

integrating colour image exemplification and recognition 

into one analysis model [1]. 

 

II. MOTIVATION 
 

Different colour spaces (or colour models) have different 

characteristics and have been applied for different visual 

tasks. One practice is to choose an existing colour space or 

a colour component configuration for achieving good 

recognition performance with respect to a specific 
recognition method. One practice is to linearly combine its 

three colour components into one intensity image before 

applying a face recognition algorithm for recognition. 
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The intensity image I is then used to symbolize A for 

recognition. However, hypothetical explanation is lacking 
in supporting that such an intensity image is a good 

representation of image A for image recognition. Here the 

goal of colour image discriminant (CID) model, is to find 

a set of ideal coefficients to combine the R, G, and B 

colour components within a discriminant analysis 

framework so that is the best representation of the colour 

image for image recognition. Specifically, let D be the 

combined image given below: 

 

        𝐷 = 𝑥1𝑅 + 𝑥2𝐺 + 𝑥3𝐵                                            (2) 

Where, x1, x2 and x3 are the colour component 
combination coefficients. 

 

III. COLOUR IMAGE DISCRIMINANT MODEL 

 

A CID model is first derived for two-class recognition 

problems. The CID model holds one colour component 

combination coefficient vector and one discriminant 
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projection basis vector. Lagrange multiplier method and 

generalized Eigen equation iterative is used to solve the 

problem in CID model. The task is to find a set of ideal 

coefficients so that D is the best representation of the 

colour image A for image recognition. Given the set of 

training colour images with class labels, create a combined 

image D for each image A = [R, G, B]. The idea of Fisher 

linear discriminant analysis (FLD) is used to build the 

pattern vector space D formed by all combined images 

defined by equation (2). Note that the CID model is fairly 

different from the classical FLD model because it involves 
an additional set of variables: the colour component 

combination coefficients𝑥1 ,  𝑥2and 𝑥3. To avoid the 

negative effect of magnitude supremacy of one component 

image over the others, apply a basic image normalization 

method by removing the mean and normalizing the 

standard deviation of component image. The minimum 

distance classifier is used to classify all query images and 

the classification is done. 

 

Let c be the number of pattern classes, Aijbe the jth colour 
image in class i, where i = 1,2,……,c,  j = 1,2,……….Mi, 

and Mi denote the number of training examples in class i.  

The mean image of the training examples in class i is 

𝐴𝑖 =
1

𝑀𝑖
 Aij

𝑀𝑖

𝑗=1
=  Ri , Gi , Bi                                       (3) 

The mean image of all training examples is 

 

𝐴 =
1

𝑀
  Aij

M i
j=1

c
i=1 = [R, G, B]                                      (4) 

where, M is the total number of training examples.  

 

The combined image of three colour components of the 

colour image Aij= [Rij, Gij, Bij] is given by 

𝐷𝑖𝑗 =   𝑅𝑖𝑗 , 𝐺𝑖𝑗 , 𝐵𝑖𝑗  𝑋                               (5) 

 

where, X = [x1, x2, x3]
T is a colour component combination 

coefficient vector.  

 
Let, Di be the mean vector of the combined images in 

class i and D be the grand mean vector 

𝐷𝑖
  =  𝐴𝑖

  𝑋(6) 

𝐷  =  𝐴  𝑋(7) 

The earlier criterion is equivalent to the following 
criterion: 

𝐽 𝑋 =
𝑋𝑇𝐿𝐵𝑋

𝑋𝑇𝐿𝑊 𝑋
                               (10) 

 

where, LB and LW are the colour space between-class 

scatter matrix and colour space within-class scatter matrix, 

and they are both 3 by 3 matrices.For the CID Algorithm 

first, state the colour-space between-class scatter matrix 

Lb(φ) and the colour-space within-class scatter matrix Lw 
(φ) as follows: 

     𝐿𝑏 𝜑 =  𝑐
𝑖=1 Pi  Ai

 −  A  T  φ φT  Ai
 −  A           (11) 

𝐿𝑤  𝜑 =  𝑐
𝑖=1 Pi

1
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 ×     Ai

 −  A  T  φ φT  Ai
 −

M i
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 A       (12) 

 

where, Pi is the prior probability for class I and commonly 

evaluated as Pi = Mi /M.Lb(φ) and Lw(φ) are, therefore, 

3×3 nonnegative-definite matrices. Actually, Lb(φ) and 

Lw(φ) can be viewed as dual matrices of Sb(X) and Sw(X). 

If X is fixed, the maximum point φ* of JF(φ, X) can be 

chosen as the eigenvector of the generalized equation 

Sb(X)φ = λSW(X)φ equivalent to the largest eigenvalue, 

and if φ is fixed, the maximum point X* of JF(φ, X) can 

be chosen as the eigenvector of the generalized equation 

Lb(X)φ = λLW(X)φ corresponding to the largest 

eigenvalue. Based on this conclusion, we can design an 

iterative algorithm to calculate the maximum points φ* 

and X*. Let X = X[k] be the initial value of the 
combination coefficient vector in the kth iteration. In the 

first step, we construct Sb(X) and Sw(X) and calculate 

their generalized eigenvector φ = φ[k+1] corresponding to 

the largest eigenvalue. In the second step, we build Lb(φ) 

and Lw(φ) and calculate their generalized eigenvector 

X[k+1] equivalent to the largest eigenvalue. X = X[k+1] is 

used as initial value in the next iteration. The CID 

algorithm performs the previous two steps successively 

until it meets when the value of the criterion function stops 

changing. Specifically, after k+1 times of iterations, if 

J(𝜑[𝑘+1], 𝑋[𝑘+1]) - J(𝜑[𝑘], 𝑋[𝑘]) ׀< ε, we think the 
algorithm converges. Then, we choose φ* = φ[k+1] and 

X* = X[k+1]. 

 

IV.  RESULTS 
 

To assess the performance of the model and algorithm a 

colour image database is required. The controlled images 

have good image quality, while the uncontrolled images 

display poor image quality, such as large illumination 

variations, low resolution of the face region, and possible 

blurring. 

 
Fig. 1 Colour Images Cropped in 32 X 32 

 

The CID algorithm is tested on 345 images. The original 
colour image size from the data base Face96, taken, is 196 

× 196, which contains males and female subjects. In CID 

model experiments, the face region of each image is first 

cropped from the original high-resolution still images and 

resized to a spatial resolution of 32 × 32. To evaluate 

algorithms experiment is designed by apply CID algorithm 

to a two class recognition problem: gender classification. 

Manually label male or female for each image in the data 

base, then train the CID algorithm using the standard 

training set, which contains 258 male images and 87 

female images. 

 
Fig. 2 Mean image of classes 
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The initial value of the basic CID algorithms is chosen as 

X[0] = [1/5, 1/5, 1/5], which is the combination coefficient 

vector of the intensity image. The convergence threshold 

of the algorithm is set to be ε = 0.01. After the algorithm 

converges, an optimal colour component combination 

coefficient vector X* = [-1.00, 0.2764, 0.1902]T and one 

discriminant projection vector (because there are two 

classes for gender recognition) is obtained. Represent each 

colour image A = [R, G,B] by its combined image D = [R, 

G, B]X*. Then project all target and query images onto the 

discriminant projection vector and get their 1-D features. 
Based on the features of the target images, we calculate 

the class means of the male and the female, respectively.  

 
Fig. 3 Illustration of the convergence of the CID algorithm 
 

The minimum distance classifier is used to classify all 

query images and the classification results are shown in 

Table I. For comparison, the results from the various 

papers are used. With reference to the paper presented by 
S. T. Gandhe, K. T. Talele and A. G. Keskar, “Face 

Recognition Using DWT+PCA”, the recognition rate is 

dependent on the selected wavelet function and the level 

of decomposition for PCA and for DWT+PCA [12]. 
 

TABLE I: COMPARISON FOR GENDER 

RECOGNITION 

Sr. No. Parameters FLD CID 

1 Recognition Rate 82.49% 88.43% 

2 Area under curve 0.853 0.903 
 

Table I shows that the CID algorithm achieves better 

gender recognition performance than the FLD algorithm, 

PCA algorithm and the DWT+PCA algorithm.  

 

V. CONCLUSION 
 

CID model thus is a meaningful exemplification and an 

effective recognition method of colour images in a 

combined framework; integrating colour image 

exemplification and recognition tasks into one 

discriminant model. Results reported in these works 

indicate that face colour information can play an important 

role in face recognition and it can be used to considerably 

enhance face recognition performance. All of our 

experiments show that the CID algorithms converge fast 
and do not depend on the choice of the initial value. 
 

VI. FUTURE SCOPE 
 

Gender classification refers to designate an image of a 

person into one of the categories of male or female. 

Computer vision systems not only boost existing HCI 

systems but can also assist passive observation and 

control of areas and lands (e.g., restricting entry to certain 

premises based on gender), performing valuable analysis 

(e.g., comparing the consumption of specific items of 

men‟s wear and women‟s wear in a super store), voice 

recognition purposes (e.g., identifying gender of the 

speaker in the audio/video files) and reducing uncertainties 

in audio-visual aids (e.g., relating only female voice to a 

female appearance). The CID model and algorithm is 

suitable for two-class recognition problems, such as 

gender recognition.  

 

REFERENCES 

 
[1]. Jian Yang, Member, IEEE, and Chengjun Liu, Member, IEEE, 

“Color Image Discriminant Models and Algorithms for Face 

Recognition” IEEE Transaction on Neural Networks, vol. 19, NO. 

12, December 2008. 

[2]. L. Torres, J. Y. Reutter, and L. Lorente, “The importance of the 

color information in face recognition,” in Proc. Int. Conf. Image 

Process, Oct. 1999, vol. 3, pp. 627–631. 

[3]. J. Y. Choi, Y. M. Ro, K. N. Plataniotis, “Color face recognition for 

degraded face images”, IEEE Transactions on Systems, Man, and 

Cybernetics. Part B 39 (5) (2009) 1217–1230.   

[4].  Wankou Yang, Jianguo Wang, MingwuRen, Jingyu Yang, “Fuzzy 

2-Dimensional FLD for Face Recognition ISSN 1746-7659, 

England, UK Journal of Information and Computing Science Vol. 

4, No. 3, 2009, pp. 233-239.  

[5].  M. Rajapakse, J. Tan, J. Rajapakse, “Color channel encoding with 

NMF for face recognition, International Conference on Image 

Processing (ICIP„04)3(2004) 2007–2010. 

[6]. J. Yang, C. Liu, “Discriminant color space method for face 

representation and verification on a large-scale database”, 

International Conference on Pattern Recognition 2008(ICPR2008), 

Tampa, Florida, USA, 2008. 

[7]. Tuo Zhao, Zhizheng Liang, David Zhang, QuanZou, “Interest filter 

vs. interest operator: Face recognition using Fisher linear 

discriminant based on interest filter representation”, Pattern 

Recognition Letters 29 (2008) 1849–1857. 

[8]. P. Jonathon Phillips, Patrick J. Flynn, Todd Scruggs, Kevin W. 

Bowyer, William Worek, “Preliminary Face Recognition Grand 

Challenge Results”, Proceedings of the 7th International 

Conference on Automatic Face and Gesture Recognition (FGR‟06) 

0-7695-2503-2/06 © 2006 IEEE. 

[9]. Chengjun Lin and Jian Yang, “ICA Color Space for Pattern 

Recognition”, IEEE   Transactions on Neural Networks, Vol. 20, 

No. 2, February 2009. 

[10]. Andrew W Yip, PawanSinha, “Contribution of color to face 

recognition”,    Perception, 2002, volume 31. 

[11]. C. Liu and H. Wechsler, “Gabor feature based classification using 

the enhanced fisher linear discriminant model for face recognition,” 

IEEE Trans. Image Process., vol. 11, no. 4, pp. 467–476, Apr. 

2002. 

[12]. S.T.Gandhe, K.T.Talele, A.G.Keskar, “ Face Recognition Using 

DWT+PCA” Selected in IEEE International Conference –

Indicon2007 ,Bangalore on Sept 2007. 

[13]. Muhammad Naeem Ahmed Khan, Sheraz Ahmed Qureshi and 

NaveedRiaz (2013), “Gender Classification with Decision Trees”, 

International Journal of Signal Processing, Image Processing and 

Pattern Recognition Vol. 6, No. 1. 

[14]. Dr.H.B.Kekre,SudeepD.Thepade and Tejas Chopra,(2010),” Face 

and Gender Recognition Using Principal Component Analysis”, 

International Journal on Computer Science and Engineering Vol. 

02, No. 04. 
 

BIOGRAPHY 
 

Dipti Pandit received her Master‟s and 

Bachelor‟s in Electronics from Pune 

University. Her special interest is in 
subjects like Embedded Systems, Image 

Processing.  


